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APPENDIX: MATRICES 

Matrix 
A matrix is an aggregate of elements arranged in rectangular array. 
The following is a matrix of m rows and n columns 

There are m Xn  elements in the above matrix. The first subscript of each element refers 
to the row in which the element is located and the second subscript refers to the column. Thus 
T32 is located in the third row and second column of the matrix. In general, T,, is the element 
in the i'* row and{* column. The matrix in Eq.( 1) may also be denoted by 

[TI = [T,jl (2) 

where i = 1,2 ,... m and j = 1,2 ,... n 

columns in the matrix [TI. 
Transpose of a Matrix 

Whenever necessary, we shall use the notation [TImxn to indicate there are m rows and n 

Let [SImxn = [SUI be a matrix of m rows and n columns. If SU = qi, then [SI is called the 

For example, if 
transpose of [TI, and will be denoted by [Sf. 

= [t 
then 

Square Matrix 

A matrix with equal number of rows and columns is called a square matrix. For example, 
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is a square matrix of the third order. The elements T11, T22, T33 are called the diagonal 
elements. Example: 

Ti1 4 -1 
[TI = 4 7'22 2 

-1 2 T33 [ 

1 : J 

Note that for a symmetric matrix 

[TI = [TIT 
Diagonal Matrix 

matrix. Example: 
Asquare matrix with the property that all nondiagonal elements are zero is called a diagonal 

[TI= 0 -1 0 

Note that a diagonal matrix is a symmetric matrix. 
Scalar Matrix 

A diagonal matrix with the property that  TI^= Tz = T33 = a is called a scalar matrix. 
Example: 

Identity Matrix 

[TI = ZZ] 0 0 2  

A scalar matrix with the property that the diagonal elements equal unity is called the identity 
matrix. We shall denote the identity matrix by [I]. Thus 

Row Matrix 

position of an element. Thus 

where the subscript r indicates that [a] is a row matrix. 
Column Matrix 

A matrix with only one row is called a row matrix. Only one index is necessary to locate the 

[a] = a29 031 = 

A matrix with only one column is called a column matrix. Thus 
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is a column matrix. Note that 
T [ale is the row matrix given by [q, u2, a31 

Matrix Operation 

1. If [TImxn = [cj] and [SImXn = [So], then [TI = [SI, if and only if cj = Su 

2. If a is a scalar, then 
a[T] = [T]a = [aqj] 

Example: 

3. [TImXn + [SImxn = [To + So] 

Example: 

[: :] + 4 = :] 
The following rules follows from the operation rules of scalars 

[TI + [SI = [SI + [TI 
[TI + ([SI + [RI) = ([TI + [SI) + [RI 
(a + @>[TI = a m +  B[TI 

a[T + SI = a[T] + a[S] 

4. If [q,]mxn is a matrix of m rows and n columns and [Solnxp is a matrix of n rows andp 
columns, then 

[TImxn [SJnXP I [RImXP 
where the elements of [R] are given by 

Example: 
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Tll sll + T12 s21 + T13 s31 
T21 sll + T22 s21 + T23 s31 

Tll s12 + T12 s22 + T13 s32 
T21 s12 + T22 s22 + T23 s32 ’ 1 

[ai, ~ 2 ,  a31 b2 = ai bi + a 2  b2 + a3 b3 I:] 
It is important to note that only when the number of columns of the first matrix is the same as 
the number of rows of the second matrix is multiplication defined. Example: 

[: :] [:I = [:I] 
But 

is not defined. 

general not equal. Example: 
The following examples show even if both [TI [SI and [SI [TI are defined, they are in 

[: :] [: :] = [:1:5] 
But 

However, if [TI is a scalar matrix, Le., 

[TI = 1 !] 
[TI [SI = [SI [TI 

then, 

provided both [TI [SI and [SI [TI are defined ( that is, provided [SI is also a square matrix and 
of the same order as that of the [TI). In particular, if [SI is a square matrix of the same order 
as that of the unit matrix [I], then 

It can be shown that the matrix product has the following properties: 
P I  [SI = [SI [I1 = [SI 

ITI(IS1 [RI) = ([TI [SI)[Rl 
4TSl  = (@TI> [SI) = [TI (a[Sl) 

[RI [T + SI = [RI [TI + [RI [SI 
[T + S][R] = [TR] + [SR] 
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The Reversed Rule for a Transposed Product 

product of their transpose in reverse order, Le., 
In the following, we shall show that the transpose of a product of matrices is equal to the 

[TSf = [Sf [TIT 
Proof: Let 

and 

then, 

so that 

On the other hand 

Thus, 

That is 

Inverse of a Matrix 

[TI = [7)Imxn , [SI = [SJXP 

[TIT I [A] = WjJnXm [SIT [B] = [Bjjgxn 

[TS] I [C] = [Cg]mXp [TSIT I [D] = [Dq]Pxm 

[SIT [TIT = [B] [A] I [E] = [Ed]Pxm 

n 
cii = 2 Gksg i = 1,2 ,... m, j = 1,2,..p 

k= 1 

k= 1 

n 
E~ = 2 B i d k j  i = 1,2, 4, j = 1,2 ,... m 

= 2 s k i q k  i = 1,2 ,... p ,  j = 1,2 ,... m 

k= 1 

k=l 

[TS]* = [SIT [TIT 

A square matrix [SI is called the inverse of the square matrix [TI if 

[TI [SI = [I1 
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where [I] is the unit matrix. We shall denote [SI by [Tl-'. Thus, 

[TI [TI-' = [I1 
It can be proved that if the determinant of [TI, ie., I qj I is not equal to zero, then the inverse 
of [TI exists and that 

[TI [TI-' = [TI-' [TI = [I] 

where [TI-' is unique. The proof will not be given here. 
The Reverse Rule of the Inverse of a Product of Matrices. 

of their inverses in reversed order, i.e., 
In the following we shall show that the inverse of a product of matrices is equal to the product 

[TSI-' = [SI-' [TI-' 
Proof. 

[TS] [SI-' [TI-' = [TI [SI [SI-' [TI-' = [TI [TI-' = [I]. 

Thus, 
Differentiation of a Matrix 

[TI-' is the unique inverse of [TS]. 

If qj are functions of x, y, z, t, then 

a 
ax -[TI = 

a 
dY 
-[TI = 

etc. 


