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Abstract. Electrophoretic separations comprise a group of analytical techniques such as capillary zone
electrophoresis (CZE), isoelectric focusing (IEF), isotachophoresis (ITP) and free flow electrophoresis
(FFE). In all cases, separation is based on the dissimilar mobility of ionic species under the action of an
external electric field. These techniques, which are widely used in chemical and biochemical analysis,
have been miniaturized in the last years and now represent one of the most important applications of
the lab-on-a-chip technology. In a previous work, a generalized numerical model of electrophoresis on
microfluidic devices was presented. The model is based on the set of equations that governs electrical
phenomena (Poisson equation), fluid dynamics (Navier-Stokes equations), mass transport (Nerst-Planck
equation) and chemical reactions. Also the relationship between the buffer characteristics (ionic strength,
pH) and surface potential of channel walls is taken into consideration. In this work, three application
examples are presented: (a) an IEF assay with immobilized pH gradient (IPG) including the influence
of electro-osmotic flow on its performance, (b) an IEF assay involving ampholyte-based pH gradient,
and (c) a 2D electrophoresis, involving FFIEF plus CZE. The numerical simulation is carried out by
using PETSc-FEM (Portable Extensible Toolkit for Scientific Computation - Finite Elements Method),
in a Python environment developed at CIMEC using high performance parallel computing and solving
techniques based on domain decomposition methods.
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1 INTRODUCTION

Electrophoretic separation techniques are based on the mobility of ions under the action of
an external electric field (Sommer and Hatch, 2009). These techniques, which are widely used
in chemical and biochemical analysis, have been miniaturized in the last years and now repre-
sent one of the most important applications of the microscale total analysis systems (µ–TAS)
technology (Manz et al., 1990). Electrophoretic separations carried out by µ–TAS technology
comprise a group of different techniques such as: capillary zone electrophoresis (CZE), isoelec-
tric focusing (IEF), isotachophoresis (ITP) and free flow electrophoresis (FFE). The benefits of
µ–TAS are reduction of consumption of samples and reagents, shorter analysis times, greater
sensitivity, portability and disposability (Reyes et al., 2002). Microscopic channels are defined
by using materials and fabrication methods that were adopted from the developed microelec-
tronics industry (Koch et al., 2000).

Computational and analytical simulation of on-chip processes serve to reduce the time from
concept to chip (Erickson, 2005). However, there are difficulties due to the several orders of
magnitude of the relevant length scales involved: the electric double layer (EDL) thickness (in
nm), microchannels width (in µm), and microchannels length (in mm). At the same time, the
most challenging and interesting aspect of computational simulation of microfluidic chips is
the multiphysics nature, which combines fluidics, mass transport, thermal, mechanics, electron-
ics and reaction kinetics. The earliest mathematical model for electrophoresis were developed
by Saville and Palusinski (Saville and Palusinski, 1986; Palusinski et al., 1986). This one di-
mensional models is valid for monovalent analytes in a stagnant electrolyte solution, without
electroosmotic flow (EOF). Some of the first numerical simulations of fluid flow and species
transport for microfluidic chips were addressed to electrokinetic focusing and sample dispensing
techniques (Patankar and Hu, 1998; Ermakov et al., 1998, 2000); they employed an algorithm
based on finite volume method in a structured grid. Bianchi et al. (2000) performed 2D finite
element simulations artificially increasing the EDL thickness. Arnaud et al. (2002) developed a
finite element simulation of isoelectric focusing for ten species, without considering migration
nor convection. Chatterjee (2003) developed a 3D finite volume model to study several appli-
cations in microfluidics. More recently, Kler et al. (2006, 2007) developed a 3D FEM model to
describe the transport of non-charged species by EOF, and Barz and Ehrhard (2005) developed
a fully-coupled modeling for electrokinetic flow in microfluidic devices employing 2D finite
elements. Different simulations of electrophoretic separations based on IEF techniques were
presented by Hruska et al. (2006) and Thormann et al. (2007) in 1D domains, and by Shim et al.
(2007) in 2D domains.

In this paper, the generalized numerical model for electrophoretic processes in microfluidic
chips previously presented (Kler et al., 2008) is used to simulate three different examples. The
model is based on the set of coupled equations that governs flow field, electric field, mass trans-
port and chemical reactions. The relationship between the buffer pH and the electric potential
of channel walls is taken into consideration. The numerical simulation is carried out by using
high performance parallel computing and solving techniques based on domain decomposition
methods (Kler et al., 2009).

2 MODELLING

In this section a brief description of the mathematical model to simulate 3D and time-
dependent electrophoretic phenomena in microdevices previously reported (Kler et al., 2008) is
presented. The model can also work in 1D and 2D geometric domains, or stationary mode. First
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the fluid mechanics and the basis of electroosmotic flow are discussed, then the mass transport
balance for all species considered and the chemistry involved are presented.

2.1 Flow field

In the framework of continuum fluid mechanics, fluid velocity u and pressure p are governed
by the following set of coupled equations (Probstein, 2003; Li, 2004):

−∇ · u = 0, (1)

ρ(
∂u

∂t
+ u · ∇u) = ∇ · σ + ρg + ρeE, (2)

ε∇ · E = ρe . (3)

Equation (1) expresses the conservation of mass for incompressible fluids. Equation (2)
expresses the conservation of momentum for Newtonian fluids of density ρ, viscosity µ, and
stress tensor σ = −pI + µ(∇u + ∇uT ), subjected to gravitational field of acceleration g
and electric field intensity E. The last term on the right hand side of Eq.(2) represents the
contribution of electrical forces to the momentum balance, where ρe = F

∑
k zkck is the electric

charge density of the electrolyte solution, obtained as the summation over all type-k ions, with
valence zk and molar concentration ck, and F is the Faraday constant.

Equation (3) (Poisson equation) establishes the relation between electric field and charge dis-
tributions in the fluid of permittivity ε. Here it is relevant to mention that the ion distributions
ck (to be included in Eqs. (2) and (3) through ρe must be derived from Nernst-Planck equation,
which accounts for the flux of type-k ions due to electrical forces, fluid convection and Brow-
nian diffusion (Probstein, 2003). This coupling can be avoided by introducing the following
approximation.

2.2 Thin EDL approximation

The thickness of the EDL is quantified through Debye length (Probstein, 2003; Hunter,
2001). For the ionic concentrations normally used in practice, this thickness is in the order
of 1− 10 nm, while cross-sectional channel dimensions are in the 10− 100 µm range. Conse-
quently, in most of the flow domain ρe ≈ 0, except in the close vicinity of charged interfaces.
When an external electric field ∇φa is applied tangent to the interface, the electric forces acting
on excess ions in the EDL drag the surrounding liquid, and thus EOF develops. For thin EDL
in relation to the channel width, the effect is confined to a certain plane parallel to the channel
wall, also designated shear plane, where the surface potential is the electrokinetic potential (ζ).
Under these conditions, the electro-osmotically driven flow can be regarded as the result of an
electrically-induced slip velocity, the magnitude of which is:

uEO = −εζ

µ
∇φa (4)

Due to the fact that ρe ≈ 0, ∇φa can be calculated from Laplace’s equation:

∇2φa = 0 (5)

Further, the last term on the RHS of Eq. (2) vanishes, and the EOF is considered by using
Eq. (4) as a boundary value at channel walls.
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2.3 Electric potential

Equation (5) is the simplest way to obtain the electric potential field in the flow domain.
Nevertheless, this equation does not take into account possible variations of the electric field
due to ion distributions. In order to consider (local) non-zero charge density due to buffer
constituents or sample concentrations in the fluid, Eq. ( 6) is introduced,

∇ · i = 0 (6)

where i is the electric current density. Specifically, the current density is given by the sum of
different fluxes of charged species:

i = F
N∑

j=1

zjjj (7)

where jj is the molar flux of the j-specie, established by the Nerst-Plank equation:

jj = −ΩjzjFcj∇φ−Dj∇cj + cju. (8)

In Eq. (8), Ωj and Dj are the ion mobility and diffusivity, respectively. Finally by combining
Eqs. (6), (7) and (8), Eq. (9) is obtained:

∇ · (−F 2

N∑
j=1

z2
j Ωjcj∇φ− F

N∑
j=1

zjDj∇cj + F
N∑

j=1

uzjcj) = 0 (9)

which enables to solve the electric potential. It should be noted here that φ is the total potential,
which is regarded as the superposition of the applied potential φa and the one generated by local
variations in conductivity.

2.4 Mass transport and chemistry

The mass transport of weakly concentrated sample ions and buffer electrolyte constituents
can be modeled by a linear superposition of migrative, convective and diffusive transport mech-
anisms and a reactive term. In a non-stationary mode, for the j-type species, this is:

∂cj

∂t
+∇ · (−zjΩj∇φcj + ucj −Dj∇cj)− rj = 0 (10)

Different components, weak electrolyte analytes and buffer components (acids, bases and
ampholytes), strong analytes, and the hydrogen ion particularly have to be considered. In elec-
trolyte chemistry the processes of association and dissociation are much faster than the trans-
port electrokinetic processes, hence, it appears to be a good approximation to adopt chemical
equilibrium constants to model the reactions present in our problem. In this sense, the strong
electrolytes are considered as completely dissociated. The expressions of rj were presented
previously (Kler et al., 2008).
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2.5 Electrokinetic potential as a function of the electrolyte composition

The electrokinetic potential at the solid-fluid interface depends on the charge generation
mechanism of the surface. In principle, it may be thought that solid walls expose toward the
fluid a certain number of specific sites (nS) able to release or take H+ ions, with a dissoci-
ation constant KS . In equilibrium with an aqueous electrolyte solution, the surface becomes
electrically charged. For the case of interfaces containing weak acid groups, such as silanol in
fused silica capillaries and carboxyl in synthetic polymer materials, the following relationship
is appropriate (Berli et al., 2003):

(8εkBTc(b))( 1
2
) sinh(

zeζ

2kBT
) =

−ens

1 + 10(pKS−pH)e−eζ/kBT
(11)

Therefore, if the parameters that characterize the interface are known (nS , KS), the ζ-
potential can be readily predicted for different values of pH and bulk ion concentrations c(b).
Then the electro-osmotic velocity is directly coupled to the electrolyte composition. Empirical
formulae were also reported in order to simplify calculations (Kirby, 2004).

3 SIMULATION TOOLS

3.1 Software

All numerical simulations presented were performed within a Python programming environ-
ment built upon MPI for Python (Dalcín et al., 2008), PETSc for Python (Dalcín, 2005-2008),
and PETSc-FEM (Sonzogni et al., 2002). PETSc-FEM is a parallel multiphysics code primarily
targeted to 2D and 3D finite elements computations on general unstructured grids. PETSc-FEM
is based on MPI and PETSc (Balay et al., 2008), it is being developed since 1999 at the Inter-
national Center for Numerical Methods in Engineering (CIMEC), Argentina. PETSc-FEM
provides a core library in charge of managing parallel data distribution and assembly of resid-
ual vectors and Jacobian matrices, as well as facilities for general tensor algebra computations
at the level of problem-specific finite element routines. Additionally, PETSc-FEM provides
a suite of specialized application programs built on top of the core library but targeted to a
variety of problems (e.g., compressible/incompressible Navier–Stokes and compressible Eu-
ler equations, general advective-diffusive systems, weak/strong fluid-structure interaction). In
particular mass transport, chemistry and fluid flow computations presented in this article are
carried out within the Navier–Stokes module available in PETSc-FEM. This module provides
the required capabilities for simulating mass transport and incompressible fluid flow through a
monolithic SUPG/PSPG (Tezduyar et al., 1992; Tezduyar and Osawa, 2000) stabilized formu-
lation for linear finite elements. Electric Computations are carried out with the Laplace’s and
the Charge Conservation modules.

3.2 Hardware

Simulations were carried out using a Beowulf cluster Aquiles (Storti, 2005-2008). The hard-
ware consists of 82 disk-less single processor computing nodes with Intel Pentium 4 Prescott
3.0GHz 2MB cache processors, Intel Desktop Board D915PGN motherboards, Kingston Value
RAM 2GB DDR2 400MHz memory, and 3Com 2000ct Gigabit LAN network cards, intercon-
nected with a 3Com SuperStack 3 Switch 3870 48-ports Gigabit Ethernet.
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4 NUMERICAL EXAMPLES

In what follows, three different numerical examples are presented. First a classical example
from the literature (Palusinski et al., 1986) of IEF by immobilized pH gradient (IPG),including
effects of EOF. Second, a simulation of IEF by ampholyte-based pH gradient, and finally a
simulation of 2D electrophoretic process in a 3D geometry is presented: FFIEF (free flow
isoelectric focusing)+ CZE.

4.1 Histidine IEF by IPG

4.1.1 Stagnant fluid

Simulation of IEF in a straight channel (1 cm x 1 mm) is presented here. First we com-
pare results with those in the literature (Palusinski et al., 1986; Chatterjee, 2003; Shim et al.,
2007), which involve no bulk flow. The aminoacid Histidine is focused in the channel. IPG is
achieved by immobilizing buffer constituents cacodylic acid (CACO) and tris(hydroxymethyl)-
aminoetane (TRIS). Physicochemical properties of analyte and buffer constituents considered
in this problem are summarized in Table 1.

Concentration of buffer constituents are determined in a suitable way to obtain pH profile
along the center of the channel, as is shown in Figure 1.

Figure 1: pH profile along the center of the channel.

After IPG is determined, a sample of 1 mM Histidine is injected in the whole channel. Then
potential is applied in such a way that a constant density current of 0.2Am−2 is generated along
the channel. The anode is at the left and cathode at the right of the channel. Concentration
of focused histidine and conductivity profiles at different time at the center of the channel are
showed in Figure 2 and 3 respectively. Figure 4 shows 2D profiles for histidine concentration
at different times.
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Figure 2: Concentration profiles of histidine at 0, 10, 20, 30 and 40 minutes.

Analyte Dissociation constants Mobility (m2V −1s−1) Diffusivity (m2s−1)
Histidine pK1 = 6.04; pK2 = 9.17 2.02 10−8 5.22 10−10

CACO pK1 = 6.21 0.0 0.0
TRIS pK1 = 8.30 0.0 0.0

Table 1: Physicochemical properties of analyte and buffer constituents.

Figure 3: Conductivity profiles at 0, 10, 20, 30 and 40 minutes.
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(a) 10 minutes. (b) 20 minutes.

(c) 30 minutes. (d) 40 minutes.

Figure 4: Histidine concentration profiles at 10, 20, 30 and 40 minutes.
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4.1.2 EOF effects

Previous results were obtained by supposing no bulk flow. In practice this situation is not
fully reachable because the ζ-potential cannot be reduced to zero, which has strong effects in
focusing performance. Next calculations describe the previous problem with bulk flow due to
the presence of EOF. The magnitude of the flow is related to the applied electric field, the wall
electric properties and buffer solution composition as was described in section 2.5. In this case,
applied electric field and buffer composition are the same as in the previous case.

Equation (11) was used in order to calculate ζ-potential. We considered pKs = 7.0 and
ns = 1.22 1016 + 7.3 1016c0 in our calculations, where c0 is the bulk ion concentration near the
considered wall portion. The relation between pH and ζ-potential is shown in Figure 5.

Figure 5: ζ-potential as a function of buffer pH .

Figure 6 shows electric field, pressure and velocity distributions. A strong coupling between
them can be easily inferred. Figure 7 shows Histidine concentration profiles at different times.
Focusing efficiency decreases due to the sample dispersion (non uniform velocity profile) and
due to the reduction of the residence time of the species in the channel.
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Figure 6: Electric field, pressure and velocity distributions after 2 minutes.

(a) 1 minute. (b) 1.5 minutes.

(c) 2 minutes. (d) 2.5 minutes.

Figure 7: Histidine concentration profiles at 1, 1.5, 2 and 2.5 minutes.
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4.2 IEF by ampholyte-based pH gradient

In this example another IEF process is simulated. In this case pH gradient is generated by
ampholytes in solution that, under the effect of an electric field are focused around its isoelectric
point, and determine different pH steps in the channel. Ten ampholytes and one protein. Physic-
ochemical properties are summarized in Table 2. Potentials applied are 0V for the cathode and
100V for the anode. Initially ampholytes and protein are uniformly distributed in the channel,
and ampholyte concentration is ten times larger than protein concentration.

Figures 8 and 9 show ampholyte and protein concentration at different times. Figure 10
shows pH gradient evolution with time. Finally Figures 11a and 11b shows concentration dis-
tribution in the 2D domain for pH and protein respectively.

(a) 3 seconds. (b) 10 seconds.

(c) 40 seconds. (d) 80 seconds.

Figure 8: Ampholyte and protein concentration along the center of the channel at 3, 10, 40 and
80 seconds.
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Figure 9: Protein distribution along the center of the channel for 3, 10, 25, 40 and 80 seconds.

Component pK1 pK2 pI Mobility (m2V −1s−1)
Ampholyte 1 6.01 6.41 6.21 3.0 10−8

Ampholyte 2 6.25 6.65 6.45 3.0 10−8

Ampholyte 3 6.47 6.87 6.67 3.0 10−8

Ampholyte 4 6.71 7.11 6.91 3.0 10−8

Ampholyte 5 6.94 7.34 7.14 3.0 10−8

Ampholyte 6 7.17 7.57 7.37 3.0 10−8

Ampholyte 7 7.51 7.91 7.71 3.0 10−8

Ampholyte 8 7.64 8.04 7.84 3.0 10−8

Ampholyte 9 7.87 8.50 8.30 3.0 10−8

Ampholyte 10 8.10 8.50 8.30 3.0 10−8

Protein 7.00 7.60 7.30 3.0 10−8

Table 2: Physicochemical properties of buffer and analyte constituents.
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Figure 10: pH distribution along the center of the channel for 3, 10, 25, 40 and 80 seconds.

(a) Protein concentration. (b) pH.

Figure 11: Protein and pH distributions in the channel after 80 seconds. Vertical axis is scaled
by 10 in order to achieve a correct visualization.
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4.3 2D Electrophoresis: FFIEF + CZE

This example shows a practical problem (Kohlheyer et al., 2006) coupling a recent technique,
as FFIEF, and a classical one, CZE. This problem represents a challenge for the computational
model due to its tridimensional characteristics, the complex chemistry involved, and the strong
coupling between the electric field, velocity field, and concentration fields. The geometry for
the problem consists in a microfluidic network, with trapezoidal section, with a primary sec-
tion in which FFIEF is carried out (the reactor), and a second one with three channels for the
CZE process(secondary channels). The walls of the reactor have a fixed pH (6.2 and 8.3) and
potentials are applied at these walls in order to perform the FFIEF. Additionally, at the exits of
the secondary channels, potentials are applied in order to generate EOF and the second elec-
trophoretic separation (CZE). Figure 12 shows the geometry and the electric potential for the
problem.

Figure 12: Geometry and electric potential distribution for the 2D electrophoresis problem.

In order to generate an appropriate pH gradient for the FFIEF, ten ampholytes are considered
in solution with a concentration of 0.1 mM each. Properties of ampholytes are listed in Table
2. The aim of the process is to achieve a bidimensional electrophoretic separation of sample
matrix of 6 different proteins. Physicochemical properties of these proteins are listed in Table
3.

Proteins are injected after the pH gradient takes the stationary form. This distribution, and
the streamlines for the velocity field (also stationary) are shown in Figure 13.

Depending on isoelectric points, proteins focus at different pH regions and move along dif-
ferent streamlines. Following these streamlines, when proteins leave the reactor, they get into
different secondary channels, depending on its pI. Figure 14 shows total sample concentrations
at different times. In this figure the process of separation across the reactor is shown. Figure 15
shows results for the CZE process at central secondary channel.
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(a) pH distribution. (b) Streamlines for the velocity field.

Figure 13: pH distribution and streamlines for the velocity field in a slice plane at z = 0.

(a) 2 seconds. (b) 30 seconds.

(c) 50 seconds. (d) 70 seconds.

Figure 14: Total sample concentrations for t=2, 30, 50 and 70 seconds.
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Component pK1 pK2 pI Mobility (m2V −1s−1)
Protein 1 6.25 6.65 6.45 3.0 10−8

Protein 2 6.47 6.87 6.67 2.0 10−8

Protein 3 6.94 7.34 7.14 3.0 10−8

Protein 4 7.17 7.57 7.37 3.0 10−8

Protein 5 7.64 8.04 7.84 2.0 10−8

Protein 6 7.87 8.27 8.07 3.0 10−8

Table 3: Physicochemical properties for analyte constituents (proteins).

(a) Total sample distributions. (b) Center secondary channel.

Figure 15: Total sample distribution for t=90 seconds and equivalent electropherogram for the
proteins 3 and 4 at central secondary channels.
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5 CONCLUSIONS

The generalized numerical model for electrophoretic process discussed here results suitable
for simulation of 1D and 2D electrophoretic separations in microfluidics chips. Strong cou-
pling between equations that governs electrical phenomena, fluids dynamics, mass transport
and chemical reactions was studied in example 4.1, which shows important practical conse-
quences in focusing efficiency, or residence time. The model allows to simulate processes
involving multiple analytes and complex electrolytes buffers as in example 4.2. Both example
4.1 and example 4.2 were validated by using data reported in the literature. Finally, an example
of interest involving 2D electrophoresis, FFIEF and CZE on a µ-TAS was solved in example
4.3. This example show that the considered computational approach seems to be a suitable way
to solve medium to large scale problems arising in the modelling and design of electrophoretic
separations in microfluidics. In future works, certain problems related to numerical noise may
be reduced in tridimensional domains.
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